Multitemporal fusion of Landsat/TM and ENVISAT/MERIS for crop monitoring
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A B S T R A C T

Monitoring Earth dynamics using current and future satellites is one of the most important objectives of the remote sensing community. The exploitation of image time series from sensors with different characteristics provides new opportunities to increase the knowledge about environmental changes and to support many operational applications. This paper presents an image fusion approach based on multiresolution and multisensor regularized spatial unmixing. The approach yields a composite image with the spatial resolution of the high spatial resolution image while retaining the spectral and temporal characteristics of the medium spatial resolution image. The approach is tested using images from Landsat/TM and ENVISAT/MERIS instruments, but is general enough to be applied to other sensor pairs. The potential of the proposed spatial unmixing approach is illustrated in an agricultural monitoring application where Landsat temporal profiles from images acquired over Albacete, Spain, in 2004 and 2009 are complemented with MERIS fused images. The resulting spatial resolution from Landsat allows monitoring small and medium size crops at the required scale while the fine spectral and temporal resolution from MERIS allow a more accurate determination of the crop type and phenology as well as capturing rapidly varying land-cover changes.
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1. Introduction

Monitoring Earth’s system dynamics using current and future Earth observation satellites enables a better understanding and characterization of the different phenomena and changes that occur on the Earth’s surface at local and global scales. Remote sensing satellites provide support to many public administrations and private companies. For instance, mapping agencies require accurate up-to-date land-cover maps and change detection indicators to enable better understanding of remote sensing products and improved resource management, inventorying, and policy making. Therefore, from an operational perspective, there is an increasing need of data availability at high spatial resolution with temporal resolution shorter than one week. However, technological constraints impose a trade-off between spatial and spectral resolutions, and between spatial resolution and coverage, i.e., high spatial resolution usually implies low spectral and temporal resolutions and vice versa. Additionally, the impact of cloud cover reduces the operational use of image time series from satellites with low revisit time (8–16 days) and might hamper its use to monitor phenomena producing rapid variations in the surface. On the contrary, sensors such as MERIS (Rast et al., 1999) or MODIS acquire images of the same area every 1–3 days, but with coarser (and often insufficient) spatial resolution.

In this context, image fusion methods constitute a compelling field of research because they allow combining information from multiple sensors with different spatial, spectral, and temporal resolutions to obtain image products with improved overall characteristics (Stathaki, 2008; Pohl and Van Genderen, 1998). Remote sensing applications benefit from the use of image fusion in several ways: higher spatial and temporal coverage of the area of interest, along with improved reliability and system’s robustness. For this reason, a wide variety of image fusion methods have been proposed in the remote sensing literature. Detailed reviews can be found in Pohl and Van Genderen (1998), Zhang (2004), Goshtasby and Nikolov (2007), Hall and Llamas (1997) and Thomas et al. (2008).

Image fusion is often used as a tool to increase the spatial resolution of satellite images by merging their radiometric (multispectral) data with the information from a high spatial resolution image. For instance, pan-sharpening methods (Wang et al., 2005; Alparone et al., 2007; Khan et al., 2009) are a particular case that makes use of a finer panchromatic (Pan) band in order to increase the spatial resolution of the multispectral bands. In this case, since both Pan and multispectral bands are commonly acquired by sensors mounted...
on the same platform, the same viewing geometry is preserved, which generally produces an accurate co-registration or matching among images. These pan-sharpening methods are commonly used for photo-interpretation applications so they usually give more priority to the injection of the spatial fine details in the multispectral bands in order to obtain a visually enhanced-RGB image (Aiazzi et al., 2011).

Multispectral and hyperspectral sensors provide valuable spectral information that must be preserved by the selected fusion method if the fused images are used for quantitative applications like studying vegetation dynamics or changes in reflectance over time. However, few image fusion methods yield reliable reflectance data. In the last years, data fusion approaches based on spectral unmixing have proven their value for delivering spectrally consistent fused images while reducing the mixed pixel problem (i.e., pixels composed of more than one land cover type) (Pellemans et al., 1993; Gao et al., 2006; Zurita-Milla et al., 2011). Spectral unmixing methods consider that a mixed pixel can be decomposed into a collection of pure spectra, or endmembers, and a set of fractional abundances that indicate the proportion of each endmember (Keshava and Mustard, 2002).

Mixed pixels from medium spatial resolution sensors, like MODIS (2 bands at 250 m, 5 bands at 500 m, and 29 bands at 1 km) or MERIS Full Resolution (FR) product (15 bands at 300 m), can be better described with the spatial distribution of land covers at the finer scale of Landsat (30 m). This assumption was used by the spatial and temporal adaptive reflectance fusion model (STARFM) (Gao et al., 2006) for combining information from the Landsat and MODIS sensors. Likewise, unmixing algorithms merging information from MERIS FR and Landsat images were used by Minghelli-Roman et al. (2001, 2006) and Zurita-Milla et al. (2008) to improve the spatial resolution of MERIS data. These methods, based on Zhukov et al. (1999), used a constrained spatial unmixing algorithm to increase the spatial resolution of the MERIS bands by using the spatial information provided by the Landsat image. This spatial information is typically obtained by applying unsupervised or supervised classification of the Landsat image into \( K \) classes so that mixed pixels can be characterized by their fractional composition. The main drawback of these approaches is the low spectral variability obtained for the \( K \) classes. To mitigate this, fusion is performed into a sliding window, which increases the class variability among windows. Nevertheless, the intra-class variability is discarded inside the window. In Amorós-López et al. (2011), this problem was addressed by using a soft clustering, which provides the land-cover class proportions for each pixel at Landsat resolution and is used to obtain mixed pixels in the fused image.

In this paper, we propose a multi-temporal setting of the algorithm that is applied to full MERIS and Landsat TM time series. The final goal is to complete or fill gaps in the Landsat time series by using MERIS data with more frequent coverage. Hence obtaining consistent time series at high spatial resolution. The potential of multitemporal land cover mapping and monitoring using MERIS data has been assessed by numerous studies at global (e.g., GlobCover product in Arino et al. (2007)) and national scales (e.g., Clevers et al. (2007), Dash et al. (2007) and Carrão et al. (2010)). However, better resolutions are frequently required to properly assess land cover changes in heterogeneous landscapes or for crop monitoring. The enhanced time series obtained using Landsat-like (20–30 m) and MERIS-like (250–500 m) images allow developing operational applications that require monitoring rapidly-varying phenomena and high spatial resolution, such as precision agriculture, irrigation advisory services, and near real-time change detection. Results show the validity of the processing scheme, both in terms of fusion quality assessment and consistency of the derived NDVI multitemporal products.

The remainder of this paper is organized as follows. In the next section, the downscaling approach is presented. Section 3 describes the study area and the image time series used in the experiments. In Section 4, the fusion approach is illustrated using Landsat/TM and ENVISAT/MERIS time series and a quantitative and qualitative assessment is also carried out. Finally, summary and conclusions of this work are given in Section 5.

2. Proposed methodology

The image fusion approach proposed in this work assumes a linear mixing model for the medium spatial resolution observations. Specifically, each MERIS pixel is unmixed using information about its composition, in terms of land-cover class proportions, which are obtained from the high spatial resolution images, i.e., the Landsat TM image time series. The proposed scheme is illustrated in Fig. 1, and the processing steps are summarized as follows:

1. First, a land-cover map at high spatial resolution is obtained performing a soft clustering on the Landsat image time series, and the membership of Landsat pixels to each cluster is calculated as posterior probabilities (Step 1).
2. Next, these posterior probabilities at the Landsat spatial resolution are used to get the abundance or class proportions for each MERIS pixel taking into account its actual point spread function and observation geometry (Step 2).
3. Then, a sliding-window spatial unmixing is carried out on the MERIS image. In this step, the proportions of the MERIS pixels within the window are used to obtain the endmembers of the classes through the inversion of a system of linear mixture equations (Step 3).
4. Finally, the fused pixels at high resolution are obtained as a linear combination of the estimated MERIS endmembers of each class weighted by the corresponding Landsat membership (Step 4).

These four steps will be explained in more detail in the following subsections.

2.1. Multitemporal clustering (Step 1)

The first step of the algorithm aims at obtaining an updated land-cover map with the highest spatial resolution available. For this purpose, one might use an existing land-cover map (Zurita-Milla et al., 2009) or alternatively generate a new one by classification

![Fig. 1. Proposed multitemporal fusion scheme for the medium (MERIS) and high (Landsat TM) spatial resolution images.](image-url)
of a high spatial resolution image (Zhukov et al., 1999; Minghelli-Roman et al., 2001; Zurita-Milla et al., 2008).

In the presented multitemporal setting, Landsat images in the time series are used to obtain the land-cover map. While one could stack all available images to obtain such classification map, we propose focusing only on the most close-in-time images to the date of the medium spatial resolution image in order to preserve the temporal consistency in the image fusion procedure. An unsupervised clustering is used to classify the Landsat TM image as in Zhukov et al. (1999), Minghelli-Roman et al. (2001), Zurita-Milla et al. (2008) but including the temporal dimension as well. We perform the multitemporal clustering by stacking the (6 + 6) spectral channels of the two Landsat image dates at 30 m as input features. This allows us to classify significant land cover changes between dates as a separate land cover class (cluster). Additionally, to stress the land cover changes, the Mahalanobis and the spectral angle mapper (SAM) distance maps obtained by comparing the Landsat spectra of both dates are also used as inputs of the clustering algorithm.

In this work, Landsat images are classified in $K$ clusters using a self-organizing map (SOM) clustering (Kohonen, 2001). Nevertheless, other clustering algorithms may be equally used, such as $k$-means, Gaussian mixture models, or graph-cuts algorithms. Therefore, the method requires the definition of the number of clusters $K$ to be found in the image, which depends on the area covered by the multispectral sensor. Heterogeneous landscapes typically require larger number of clusters. The optimal number can be determined from previous land-cover maps of the study area or by analyzing the impact on the final solution.

Classifying images by means of clustering algorithms usually provides a land-cover map where each pixel is assigned to a single class (hard or crisp clustering), which is typically done associating each input sample only with the nearest cluster center. However, the distances between each input and the clusters centers can be used to obtain a degree of membership to each cluster, which means that each input can belong to more than one class at the same time (soft or fuzzy clustering). This fact will be exploited in our algorithm as well.

Hereafter, superscript $(M)$ refers to MERIS pixels and superscript $(L)$ to Landsat pixels (or the finer spatial scale). The soft clustering approach yields a relative membership to each pixel in the clustering solution. We modeled this as a monotonic decreasing function (Alpaydin, 1998):

$$d_{jk}^{(L)} = \frac{\left( |S_i^{(L)} - \mu_k|^2 \right)^{2/(m-1)}}{\sum_{k=1}^{K} \left( |S_i^{(L)} - \mu_k|^2 \right)^{2/(m-1)}}$$

where $S_i^{(L)}$ is the Landsat pixel $i$, $\mu_k$ is the cluster centroid $k$, $m$ is a softness parameter in the range $[1, \infty]$ (good results are typically obtained in $[1.1, 1.5]$), and $\Sigma$ is the sample covariance matrix implementing the Mahalanobis distance. In order to include the abundance sum-to-one constraint in the linear unmixing, the proposed abundances are normalized so that the membership of each pixel sum to one.

2.2. Land-cover fractions at MERIS scale (Step 2)

In the second step, the land-cover class proportions for each MERIS pixel are estimated from the proportions calculated in the Step 1. A perfect co-registration between the involved images is required to estimate the proportions from the same observed area. This co-registration can be done by mapping the images from the different sensors onto a common grid. However, this process, known as gridding, may introduce undesirable artifacts and misregistrations between observations (Gómez-Chova et al., 2011). For this reason, in this work, the MERIS image is not resampled to a common reference grid but each individual observation (pixel footprint) is projected onto the Landsat image to consider more precisely the actual common observed area. This pixel footprint is characterized taking into account the satellite’s viewing geometry. Furthermore, the AMORGOS tool (ACRI-ST and ESA, 2007) is used to obtain a more accurate geolocation (longitude, latitude, altitude) for each MERIS pixel than those distributed in the MERIS L1b product.

The proportions of land-cover classes in a MERIS pixel $j$ can be estimated as the average of the estimated class proportions of Landsat pixels within the MERIS pixel footprint $P_j$:

$$d_{jk}^{(M)} = \frac{1}{|P_j|} \sum_{i \in P_j} d_{jk}^{(L)}$$

where $d_{jk}^{(L)}$ is the previously estimated contribution of class $k$ in the Landsat pixel $i$ and $|P_j|$ is the number of Landsat pixels within the footprint of a MERIS pixel $j$.

These class proportions at MERIS scale can be further improved by considering the MERIS point spread function (PSF), which allows to properly weight the contribution of pixels from the high spatial resolution image to this particular MERIS observation. Including this information simply translates into a spatial convolution operation:

$$d_{jk}^{(M)} = \sum_i \text{PSF}_i d_{ik}^{(L)}$$

Note that a particular PSF is estimated for each MERIS pixel involved in the fusion procedure because it is obtained by projecting into the Landsat image the MERIS PSF adapted to the particular footprint (Fig. 2), which depends on the viewing observation geometry. A further analysis on the impact of the viewing geometry and the PSF effect on the solution is performed in Section 4.5.

2.3. Sliding-window spatial unmixing (Step 3)

In the third step, the MERIS image is processed in windows of size $w \times w$ centered in each pixel $S_i^{(M)}$. The central MERIS pixel is unmixed by using the contextual information of its neighboring
pixels, as Fig. 3 illustrates. In each MERIS window, a linear spatial unmixing is performed by solving the linear equations system

$$\mathbf{S}^{(M)} = \mathbf{A}^{(M)} \mathbf{E}^{(M)} + \mathbf{e}$$  \hspace{1cm} (4)$$

where $\mathbf{S}^{(M)}$ are the actual MERIS spectra in the window $W$ of size $w \times w$, $\mathbf{E}^{(M)}$ are the reference spectra to be estimated for each class in the window, $K$ is the number of classes, $N$ is the number of MERIS bands, and $\mathbf{e}$ are the assumed errors or residuals of the linear model.

Note that, typically, a reduced number of classes will be present in each sliding-window so the abundances $a_{jk}^{(M)}$ often shrink to zero for some endmembers, i.e., the spatial unmixing in (4) will be solved using a reduced number of $K$ classes in each window. In addition, in order to decrease residual errors in the estimation of MERIS endmembers, land-cover classes with proportions lower than 5% within a MERIS pixel ($a_{jk}^{(M)} < 0.05$) are discarded. It should be emphasized again that, unlike standard spectral unmixing, we are estimating endmembers instead of abundances.

This problem is solved individually for each MERIS spectral band by optimizing:

$$\mathbf{E}^{(M)} = \min_{\mathbf{E}} \left\{ \sum_{j \in W} \left[ a_{j}^{(M)} - \sum_{k=1}^{K} a_{jk}^{(M)} e_{k}^{(M)} \right]^2 \right\}$$  \hspace{1cm} (5)$$

where the index of the spectral band has been intentionally omitted, i.e., this problem is solved as many times as MERIS channels until all the spectral bands of the endmembers $\mathbf{E}^{(M)}$ are estimated. Note that the spatial unmixing process could be carried out for the whole image at once, but then only one pure spectrum per land-cover class would be found, hence disregarding the spectral variability. Besides, in this case, the number of classes needed for adequately characterizing the scene would increase significantly (Minghelli-Roman et al., 2006).

The sliding window approach allows us better capturing the variability for a given land cover at the cost of incorporating one more free parameter to study: the optimal window size. The window should contain enough MERIS pixels to allow a robust system inversion and permit a correct characterization of the pure spectra present in the MERIS pixel for the sake of good fusion quality. Besides, the size of the window should be small enough to reflect the intra-class variability of the high spatial resolution image (Landsat) to avoid the aforementioned spectral collapse, i.e., same endmember for a given land-cover class over the whole image.

2.3.1. Regularized linear unmixing

An additional problem appears from the band-by-band unmixing approach. The endmembers that minimize the quadratic error in the linear mixing model (5) are obtained independently for each spectral band. Hence, the spectral shape of these endmembers is not imposed in any way, which may produce unrealistic estimated spectra. Furthermore, spectral unmixing can be also affected by collinearity problems in which the high correlation between endmembers lead to inversion of ill-posed matrices. Hence, inversion model becomes unstable and the error term increases (Van der Meer and Jia, 2012).

In this paper, we alleviate these problems by including a regularization term in the cost function (Zhuok et al., 1999):

$$\mathbf{E}^{(M)} = \min_{\mathbf{E}} \left\{ \sum_{j \in W} \left[ a_{j}^{(M)} - \sum_{k=1}^{K} d_{jk}^{(M)} e_{k}^{(M)} \right]^2 \right\} + \alpha \sum_{k=1}^{K} \sum_{k=1}^{K} \left( e_{k}^{(M)} - \bar{s}_{k}^{(M)} \right)^2$$  \hspace{1cm} (6)$$

where $\mathbf{s}_{k}^{(M)}$ is a predefined endmember per class, and $\alpha$ is a regularization parameter that precludes found endmembers in the window to differ too much from the imposed expected class spectra $\mathbf{s}_{k}^{(M)}$. Note that although this problem is also solved band-by-band, the range of possible spectral shapes is somehow controlled by the second term in (6) since the predefined endmembers are fixed.

The predefined endmembers are selected among the MERIS pixels yielding higher abundance levels for each class, and are selected directly from the image in order to have the same atmospheric conditions and spectral radiometric biases. Alternatively, the predefined endmembers can be derived from the image using endmember extraction algorithms (Plaza et al., 2004, 2011; Camps-Valls et al., 2011).

2.4. Spectral assignment (Step 4)

In the last step, the estimated endmembers for the land-cover classes in each MERIS window $W$ are used to reconstruct the central MERIS pixel in the window at the Landsat scale. Once the class endmembers for each window are estimated, one could simply assign to each Landsat pixel the corresponding endmember spectrum depending on the pixel’s class label. This approach is sub-optimal since all pixels of the same class in the analyzed window would have the same signature, thus no spectral variability would be captured. An alternative approach consists in using the posteriors from the Landsat soft clustering, $d_{jk}^{(L)}$, to generate the high spatial resolution fused pixels into the evaluated MERIS pixel

$$s_{k}^{(L)} = \sum_{k=1}^{K} d_{jk}^{(L)} e_{k}^{(M)} = \mathbf{E}^{(M)} d_{jk}^{(L)}$$  \hspace{1cm} (7)$$

which can be expressed in matrix notation as $s_{k}^{(L)} = \mathbf{E}^{(M)} d_{jk}^{(L)}$, where $\mathbf{A}_{p}^{(L)}$ contains class proportions for all Landsat pixels within the MERIS pixel footprint $\mathbf{F}$. Finally, an image product with the spatial resolution of Landsat (30 m) and the spectral resolution of MERIS (15 bands) is generated.
2.5. Final remarks

The spatial unmixing approach introduces some key improvements to increase the spectral variability of the land-cover classes in the fused products, which is the main drawback accounted for in the literature for unmixing-based image fusion techniques (Park and Nah, 2007). The proposed soft clustering provides the land-cover class proportions at high spatial resolution that allows estimating the abundances at MERIS scale more adequately. These abundances are also used at the end of the process to obtain the pixels in the fused image as a realistic mixture. This guarantees the spectral variability of the land-cover classes inside the sliding-window and, by extension, in the fused product. We also characterize the MERIS PSF to combine the corresponding MERIS and Landsat observations and it is also used to weight more precisely the land-cover contributions at Landsat scale in the mixing process. Furthermore, a regularization term was added to the cost function to constrain the spectral shape of the endmembers, which also makes the solution more robust on both free parameters: the window size and the number of classes.

Finally, the proposed methodology could be applied to other Landsat-like and MERIS-like sensors, such as the future Sentinel 2 and 3 satellite series, respectively. These satellites will provide a new Earth observation framework where the availability of consistent time series will play an important role in many fields. The soft clustering would be calculated using the 1–10 bands from Sentinel-2 MSI and then the spatial unmixing would be performed using the 21 bands from the OLCI instrument on board Sentinel-3. In addition, the method can be directly applied to combine Landsat TM and MODIS sensors using the MODIS bands 1–7 at 250 m. However, the quality of the fused product might be affected by the actual resolution of this MODIS product, which bands 3–7 are upgraded from 500 m to 250 m. Hence, a further study will be required to assess the method’s performance when combining Landsat and MODIS data.

3. Study area and image time series

Two time series of Landsat TM and MERIS Full Resolution (FR) images acquired over Albacete (Spain) in 2004 and 2009 are used to illustrate the capabilities of the multitemporal image fusion approach. The region covers an irrigated agricultural area (Barrax site), which is characterized by large and uniform land-use units. The main cultivated crops in the region are: cereals (barley, wheat, corn, and oat), potatoes, sugar beet, sunflower, alfalfa, and vegetables (onion, garlic, melon, and tomatoes). A urban area, Albacete city (39.0° N, −1.86° E), located at the bottom of the image is also included.

The selected study area (30 x 30 km) is located in the overlap area between adjacent Landsat orbits (reference grids 200–33 and 199–33) in order to get an additional acquisition between two nominal Landsat acquisitions (revisit time of 16 days). These additional images are very useful to better assess phenological changes and are also used as reference images for validation purposes.

In this work, cloud-free images were manually selected from the two time series by visual inspection. These image series are composed of 13 Landsat and 25 MERIS images from April to December in 2004, and 11 Landsat and 39 MERIS images from February to December in 2009. These time series present five and three simultaneous (less than half an hour) MERIS and Landsat acquisitions in 2004 and 2009, respectively, which are extremely useful for validation purposes. On the one hand, Landsat TM images were geometrically and atmospherically corrected in the preprocessing phase. It is worth noting that only Landsat TM bands at 30 m resolution (bands 1–5 and 7) were used in this study. On the other hand, accurate MERIS geolocation information was calculated for each pixel using the AMORGIS software (ACRI-ST and ESA, 2007). Subsequently, the MERIS images were corrected atmospherically using the SCAPE-M algorithm (Guanter et al., 2008). Image time series from both sensors are atmospherically corrected to retrieve surface reflectance images in order to validate fused images and to obtain consistent biophysical temporal products (e.g. NDVI time series).

4. Experimental results

In this section, we evaluate the performance of the proposed fusion approach by using image time series from the Landsat TM and the MERIS sensors. Section 4.1 describes the quality metrics used. Section 4.2 applies our method to a test image performing a qualitative assessment in terms of visual inspection. Section 4.3 deals with the problem of tuning the free parameters of the proposed approach. Section 4.4 presents the experimental results using satellite image time series. In particular, agricultural monitoring is selected to illustrate the potential of the approach in real applications. From the analysis of the enhanced temporal profile of the NDVI during the vegetation period, including the downsampled products, a more accurate determination of the crop type and phenology can be obtained (Lunetta et al., 2010). Finally, in Section 4.5 we focus on studying the impact that co-registration, viewing geometry, and PSF effects may have on the results.

4.1. Quality assessment

The proposed image fusion method is evaluated quantitatively and qualitatively. The qualitative assessment of the results is based on visual inspection by comparing the RGB and the Normalized Difference Vegetation Index (NDVI) (Tucker, 1979) of the downsampled image and the original Landsat image at the same date. The quantitative assessment is performed using several distortion metrics. Evaluation of image quality has become an active issue in image processing, mainly in denoising, coding, and image fusion applications. Currently, there is not an accepted common evaluation method to compare effectively the processed image with the reference one, thus different results can be obtained depending on the selected distortion metrics (Aiazzi et al., 2011). For this reason, several quantitative indicators are selected in this paper to compare the surface reflectance of the fused (distorted) image with the Landsat (reference) image. We firstly select standard metrics, such as root mean square error (RMSE) and Pearson’s correlation coefficient (r). Then, indices more appropriated to evaluate multispectral images and fusion techniques (Alparone et al., 2007; Aiazzi et al., 2011), such as the spectral angle mapper (SAM) (Kruse et al., 1993), the Error Relative Globale Adimensionnelle de Synthèse (ERGAS) index (Wald, 2000), and the Q4 index (Alparone et al., 2004) are also computed. The SAM index allows comparing two spectra using an angle-based error metric while the other metrics account for both radiometric and spectral errors. The ERGAS index is based on the RMSE error and is defined as:

\[
\text{ERGAS} = 100 \frac{h}{T} \sqrt{\frac{1}{N} \sum_{i=1}^{N} \frac{\text{RMSE}_i^2}{M_i}}
\]

where h is the pixel size of the high spatial resolution image (Landsat TM), T is the pixel size of the low spatial resolution image (MERIS), N is the number of spectral bands used in the assessment, M_i is the mean value of the MERIS band i, and RMSE_i is the RMSE between the Landsat band i and its spectrally corresponding band from the fused image. A low ERGAS value denotes better similarity between images.
The fused and original Landsat TM images are compared in the assessment at 30 m spatial resolution. Note that the fused product provides the MERIS spectral resolution so only similar wavelengths from both instruments can be used for the assessment, i.e., bands 1–4 from the Landsat TM and 3, 5, 7, and 13 from the fused images, respectively. Additionally, we can compute the different error metrics at MERIS resolution by degrading (upsampling) the fused image to 300 m, taking also in this case the MERIS PSF into account. For instance, the RMSE_M is computed at MERIS spatial resolution, thus accounting for the spectral distortion, while RMSE_L is computed at Landsat spatial resolution and thus it better reflects the spatial distortion. Note that an additional error contribution is expected due to the different bandwidth and channel center wavelength of the sensors.

Finally, the Q4 index is a widely used similarity measure between a distorted image and a reference image having four bands in the pan-sharpening literature (Alazzi et al., 2011). Q4 is an extension of the universal image quality index (UIQI) (Wang and Bovik, 2002), but conveniently modified using quaternions or hypercomplex numbers to account for both radiometric and spectral measurements. It is a product of three terms where the first is the correlation coefficient. The second and third terms respectively are sensitive to mean bias and contrast changes on all bands simultaneously. Q4 takes values between [0,1] and is equal to 1 only when both images are equal.

4.2. Downscaling results

In this section, we focus on the analysis of the downscaling results for the years 2004 and 2009. First, we analyze results for single MERIS acquisition. In particular, the Landsat image acquired on 01-07-2004 is used as reference and compared with the downsampled image for this date. It is worth noting that this reference image is not used by the fusion algorithm and is only used for validation purposes. The 01-07-2004 downscaled image shown in the next experiments is obtained performing the multitemporal clustering on the 24-06-2004 and 10-07-2004 Landsat images, i.e., the MERIS image was downsampled using the two closest Landsat images from the time series. All the fused images presented in this paper are obtained using the following free parameter values: number of clusters \( K = 16 \), spread of the clusters \( m = 11 \), window size \( w = 11 \), and regularization parameter \( \alpha = 0.1 \). These optimal values for the study area were selected taking into account results from a previous work (Amorós-López et al., 2011) and their impact on the results is further analyzed in Section 4.3.

In Fig. 4, the Landsat image acquired on July 1st is compared with the fused image for the RGB and the NDVI products. We can observe that both images are visually similar. The NDVI values show a Pearson’s correlation coefficient of 0.87 and an average RMSE of 0.091. RMSE between the Landsat and the fused product reflectance at Landsat and MERIS spatial scales are also shown. The highest error values are located in urban areas, where the MERIS spatial resolution does not provide the required fine spatial detail or the pure pixels needed to capture the different land covers.

An additional assessment of the obtained products is carried out by analyzing the final fused spectra for different land-cover types. Fig. 5 only shows the overlapped portion of the spectrum between the fused product and the Landsat TM images. It is worth noting that the reference product is not used in this fusion process.
nothing that the fused spectra present 15 narrow spectral bands from MERIS in the visible and near-infrared (VNIR) range compared to the 4 wide bands of Landsat. However, the fused product does not provide information in the IR and thermal range while Landsat TM has 3 bands in this range (not shown). Fig. 5 compares vegetation and bare soil spectra in the fused image and the corresponding pixels in the Landsat image. The shapes of the spectra are well approximated with the proposed fusion approach although some underestimation is observed for the vegetation class at the 4th Landsat band. Note that the different radiometric response of the two sensors and/or the residual water vapor absorptions, which only affects Landsat/TM channel 4, may partly explain this reflectance difference in the NIR region.

4.3. Analysis of parameters

The proposed downscaling algorithm depends mainly on four parameters: number of classes (K), spread of the clusters (m), window size (w), and regularization parameter (α). The sensitivity analysis of these parameters was performed by comparing the 1st July 2004 Landsat image with the downsampled image for this date using the multitemporal setting, i.e., the example shown in the previous section. The assessment was conducted using several distortion metrics (cf. Section 4.1): RMSE, ERGAS, Pearson’s correlation coefficient, spectral angle mapper (SAM), and Q4 index. From this discrepancy analysis, we selected the best parameters for this scene taking into account errors at Landsat TM and MERIS scales. For instance, in this particular analyzed image, results show the best values for \( K = 16, m = 1.1, w = 11, \) and \( α = 0.1. \) This analysis was carried out following the procedure described in Amorós-López et al. (2011), where more details of the tuning of the parameters can be found. Note that for other test sites, a similar error analysis could be used to automatically determine the optimum parameters. The only requirement is to have at least one coincident Landsat and MERIS acquisition in the image time series for the test site.

4.4. Enhanced temporal profiles

Agricultural monitoring is selected as a relevant remote sensing application to demonstrate the potential of the proposed data fusion approach. An enhanced multitemporal coverage is essential for an accurate determination of the crop type and phenology. Three different fields with central pivot irrigation were selected in 2004 (Crops A–C) and two fields in 2009 (Crops D–E) to show the temporal profile of the NDVI (Fig. 6).

The NDVI evolution of the selected fields is consistent with the phenological cycles of the different vegetation types. Crop A corresponds to a summer cereal crop, whose cycle is characterized by a growth and development stages in spring followed by a drying phase. An early-spring crop that was harvested in June is shown in crop B. Note that it presents a sudden change in the temporal NDVI profile that cannot be estimated properly using only the Landsat time series. Crop C shows a double-cropped and irrigated field, in which a second crop is planted after the first one has been harvested. As noted in Crop B, a more accurate temporal NDVI profile is obtained when the downsampled MERIS images are used.

In the 2009 data set, results are similar to the previous ones. Field D corresponds to a crop whose cycle is characterized by a growth and development stages in spring followed by a drying phase. Field E shows a double-cropped irrigated field, in which a second crop is planted after the first has been harvested. As noted in the 2004 results, a more accurate temporal NDVI profile is obtained when the downsampled MERIS images are included in the time series. The main difference with the 2004 time series is that, in this case, the available MERIS images extend beyond the Landsat time series, which only cover from February to August. It is worth noting that in the last months of the year, the multitemporal clustering of Landsat images cannot be performed and thus the spatial distribution of the classes used in the downscaling is determined by the last available Landsat image in the time series. However, the obtained temporal profiles, even being less reliable in this last part of the

Fig. 6. Downscaling results for three (A, B and C) and two (D and E) different crop fields in 2004 and 2009, respectively. Upper panel shows the NDVI maps of the downsampled (F) and Landsat (L) images for a selected number of dates in the time series: downsampled products are noted as F followed by the day-of-year (DOY). Bottom panel shows the NDVI values (mean and standard deviations within the crop fields) derived from the Landsat-5 TM (blue dots) and the downsampled images (red diamonds). (For interpretation of references to colour in this figure legend, the reader is referred to the web version of this article.)
year, allow us to characterize the phenological cycles of the vegetation classes. In addition, these results provide information from September to December which cannot be estimated using only the available Landsat time series.

Results from both years are visually convincing, mainly due to the fact that the clustering process assigns classes that have meaningful information and possess some physical diversity, i.e., crops, urban areas, bare soil classes. This allows the algorithm to capture the spectral variability present in the scene. These good results are also related to the fact that an accurate geometric and atmospheric correction can be done in an almost flat area such as this Barrax site. Other areas might need including digital elevation models or ancillary information as well.

A quantitative assessment can also be performed by comparing the NDVI values derived from coincident dates in the time series. Fig. 7 shows the correlation (scatter plot and residuals) between the NDVI values from the five pairs of simultaneous Landsat and downscaled images in the Crop A (2004). Again, we see that good results are obtained despite of the fact that the proposed approach seems to saturate for high NDVI values (July 1st) and is not able to fully capture the NDVI variability present in the crop. This problem is mainly caused by the clustering, and occurs when a land-cover class is mainly assigned to a unique cluster, i.e., the abundance is approximately equal to one for all the pixels within the land-cover region. In this case, the same estimated class endmember in the unmixing process is assigned to the whole crop field.

Finally, we should note that a fused image is obtained not only with higher spatial resolution (30 m) but also with the MERIS spectral resolution (15 channels), see Fig. 5. This important fact can be exploited for further studies (Rast et al., 1999; Zurita-Milla et al., 2009). For instance, the MERIS spectrum could allow us to estimate accurately several biophysical parameters, such as chlorophyll content, leaf area index, fractional cover or water content, which cannot be directly estimated from Landsat TM.

4.5. Analysis of PSF impact

One of the critical issues affecting the performance of the proposed image fusion method is to ensure the correspondence between the combined high and low resolution observations. In this work, a significant effort has been done to (1) obtain an accurate pixel geolocation, (2) modify each pixel’s footprint size considering the actual viewing geometry of the MERIS instrument, and (3) include the contribution of the MERIS PSF in the downsampling formulation and in the validation procedure. This section analyzes the different preprocessing steps considered for this study and their impact on the results. Different cases are considered for evaluation:

- Case A: MERIS pixels footprints are calculated by interpolating the pixel corners from the centers of the surrounding pixels. In this case, the pixel center coordinates are obtained from the tie points included in the MERIS FR product.
- Case B: MERIS pixel footprints are calculated considering the viewing geometry of the MERIS instrument. Mainly, the on-ground pixel size in the along- and across-track directions are modeled as a function of the scan angle in the field of view. Moreover, the pixels center coordinates are corrected using the AMORGOS software, which provides a more accurate geolocation.
- Case C: As in the previous case, pixels geolocation are also corrected with AMORGOS. In addition, abundances are calculated taking into account the PSF and the viewing geometry of the MERIS instrument.

As in the previous experiments, we illustrate the performance of the proposed algorithm by comparing the image acquired by Landsat on 01–07–2004 to the downscaled image for this date. The downscaled images for all the A–C cases are also obtained fixing the parameter values to $K=16$, $m=1.1$, $w=11$, and $\alpha=0.1$.

![Fig. 7. Correlation analysis between the NDVI values derived from the Landsat-5 TM and the downscaled MERIS images for Crop A at the five coincident dates in 2004.](image-url)
Table 1 shows the results for all metrics described in Section 4.1 and all the considered cases. Several conclusions can be extracted:

First, the most noticeable gain is obtained when the geolocation of the MERIS pixels is corrected using the AMORGOS software (all cases except Case A). This result implies that the co-registration between the images involved in the fusion must be improved as much as possible to get the best results. This effect is more evident over heterogeneous landscapes, in which few pure pixels from the MERIS image are usually found for a given land cover and co-registration inaccuracies make more difficult to locate these pure spectra since they may be erroneously calculated as mixed pixels.

Second, results improve when the acquisition geometry together with the PSF of the MERIS instrument are included (Case C). In this case, the PSF allows properly weighting the contribution of the different land covers within the footprint and the neighboring pixels. These results justify the proposed methodology and the improvements introduced in the preprocessing steps.

In summary, results reveal that the final fused image product can be improved by including three preprocessing steps: an accurate geolocation and co-registration, the characterization of the viewing geometry, and the PSF of the medium spatial resolution instrument.

5. Summary and conclusions

A proper exploitation of image time series is the key for studying and monitoring the Earth’s environment from space. High frequency time series provide unique knowledge about the vegetation seasonal dynamics and land-cover/use changes at local and national scales. In this respect, this paper presented a multitemporal and multisensor image fusion method for combining time series of MERIS FR and Landsat TM images. The method provides images with the Landsat spatial and the MERIS spectral and temporal resolutions.

The performance of the method was illustrated in two time series acquired over Albacete, Spain, in 2004 and 2009. The temporal NDVI profiles showed that rapidly varying phenomena were captured in a more consistent way if the downscaled (fused) products are included in the time series. These temporally improved image time series allow a better support to agricultural planning by a better sampling of vegetation dynamics, such as crop monitoring, crop growth modeling and yield forecasting.

Future work is tied to determine if it is necessary to intercalibrate spectral channels from both instruments and derived products. Furthermore, results were shown for the well-known NDVI, but other indices for crop monitoring that fully exploit the MERIS spectral information can also be computed. The richer spectral information measured by MERIS allows to derive higher-level products like MERIS TAPAR (Fraction of Absorbed Photosynthetically Active Radiation) or MERIS MTCI (MERIS Terrestrial Chlorophyll Index) at an improved spatial resolution.

Finally, we would like to note that we have illustrated the performance of the algorithm in MERIS/Landsat composites, but other current and future sensors could also benefit from the proposed approach. Future GMES and contributing satellite missions like EnMAP hyperspectral or SEOSAT/INGENIO are perfect candidates to increase the temporal resolution by means of downscaled images. In particular, the instruments on board the SEOSAT/INGENIO or Sentinel-2 with Sentinel-3 systems would be a perfect fusion example of high and medium resolution instruments, respectively.
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